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Abstract—This paper presents a simple yet efficient
ensemble learning framework for Vietnamese scene text
spotting. Leveraging the power of ensemble learning,
which combines multiple models to yield more accurate
predictions, our approach aims to significantly enhance
the performance of scene text spotting in challenging
urban settings. Through experimental evaluations on the
VinText dataset, our proposed method achieves a sig-
nificant improvement in accuracy compared to existing
methods with an impressive accuracy of 5%. These
results unequivocally demonstrate the efficacy of ensemble
learning in the context of Vietnamese scene text spotting
in urban environments, highlighting its potential for real-
world applications, such as text detection and recognition
in urban signage, advertisements, and various text-rich
urban scenes.

Index Terms—Ensemble learning, scene text spotting,
Vietnamese scene text

I. INTRODUCTION

The detection and recognition of text in im-
ages, namely scene text spotting, represent a highly
formidable task in computer vision [1], demanding the
precise localization and identification of text sequences
within real-world contexts [2]. The implications of
scene text spotting are far-reaching, spanning crucial
applications such as key entities recognition [3], au-
tonomous driving [4], intelligent navigation [5, 6], etc.
Scene text spotting has been recently drawing much
attention from the community, resulting in rapid inves-
tigations [7, 8].

Nonetheless, the intricacies of the Vietnamese lan-
guage, with its rich set of characters and diacritics, pose
significant challenges for scene text spotting. Certain
Vietnamese characters, especially when accompanied
by diacritics, exhibit visual similarities that can lead
to confusion, such as, ‘ă’ and ‘â’, ‘ô’ versus ‘ó’, ‘é’
and ‘ê’. Consequently, conventional individual models
may encounter limitations when it comes to accurately
detecting and recognizing Vietnamese scene text.

In addition, the realm of scene text spotting in Viet-
namese urban environments is rife with challenges for

†Equal contributors
*Corresponding author. Email address: ltnghia@fit.hcmus.edu.vn

Fig. 1: Scene text spotting in Vietnamese urban envi-
ronments poses various challenges, such as obscured by
trees and perspective-shifted.

existing methods [9, 1] In bustling city contexts, scene
texts are frequently occluded, either partially or entirely,
due to the presence of diverse surrounding objects such
as trees, towers, traffic signs, electric poles, etc. The
variability in lighting conditions, encompassing weather
fluctuations and low contrast scenarios caused by back-
ground reflections, further exacerbates the difficulty of
scene text spotting.

Existing approaches predominantly rely on individual
models [10, 11, 2, 7], each exhibiting varying degrees
of success across different subsets of images. However,
when faced with the complexities of Vietnamese urban
environments, an intricate domain with large and di-
verse contexts, such single-model solutions often yield
limited results.

To overcome these limitations, we propose an ensem-
ble learning framework, a powerful technique that has
shown remarkable efficacy in various computer vision
tasks [12, 13]. Our ensemble learning framework com-
bines multiple state-of-the-art methods, leveraging their
individual strengths and mitigating their weaknesses.
Indeed, each method is tailored to address distinct
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challenges related to text detection, recognition, and
the intricacies of the Vietnamese script. By aggre-
gating their predictions, we can significantly enhance
the performance of Vietnamese scene text spotting
in urban environments. Extensive experiments on the
VinText dataset [10] show that our proposed ensemble
learning framework outperforms individual models for
Vietnamese scene text spotting, demonstrating superior
accuracy and robustness in challenging urban environ-
ments by boosting the accuracy up to 5%. The exper-
imental findings underscore the potential of ensemble
learning as a powerful tool for advancing scene text
spotting in dynamic urban environments.

Our paper contributes to the field of Vietnamese
scene text spotting in urban environments in the fol-
lowing ways:

• We propose a novel ensemble learning framework
specifically designed for Vietnamese scene text
spotting, addressing the complexities of urban en-
vironments and the unique characteristics of the
Vietnamese script.

• We conduct thorough experiments using an exten-
sive dataset encompassing diverse urban scenes in
Vietnam. Widely adopted in the research commu-
nity, this dataset enables a comprehensive eval-
uation of our proposed approach and facilitates
fair comparisons with existing methods. Extensive
experimental findings demonstrate the utility and
superiority of our ensemble approach, exhibiting
higher accuracy and enhanced robustness in chal-
lenging urban contexts.

II. RELATED WORK

A. Scene Text Spotting

In recent decades, the growth of deep learning sig-
nificantly contributes to the advancement of scene text
spotting. There are typically approaches: two-stage and
end-to-end approaches. The two-stage approach con-
sists of two major stages: scene text detection and scene
text recognition. A plethora of effective algorithms
have been proposed for each stage, including DB/DB++
[14, 15], SAST [16], EAST [17], etc. for detection and
SPIN [18], SRN [19], SVTR [20], ABINet [21], etc. for
recognization. Efforts have also been directed towards
integrating detection and recognition processes, with
works like TextBoxes by Liao et al. [22] combining a
single-shot detector and a text recognizer. Furthermore,
Nguyen et al. [10] leveraged a dictionary to generate a
list of potential results and identify the most visually
compatible outcome with the text’s appearance to train
and improve the recognition stage. Additionally, He
et al. contributed VinText dataset [10], a challenging
benchmark for Vietnamese scene text spotting. Despite
these advancements, existing techniques treat detection

and recognition as independent tasks, lacking seamless
information exchange between them.

Meanwhile, end-to-end approach focuses on merging
detection and recognition into a unified system. Peng
et al. [23] presented an end-to-end scene text spotting
method that approaches scene text spotting as a se-
quence prediction task. Wang et al. proposed PGNet
[24], which revolves around developing a model that
combines a detection unit and a recognition module,
allowing for shared CNN features and joint training.
Huang et al. [1] introduced a novel end-to-end scene
text spotting framework called SwinTextSpotter. By in-
tegrating both functionalities into a single algorithm, the
resulting end-to-end model becomes more compact and
efficient, leading to improved speed and performance
recognition.

B. Ensemble Learning

Ensemble learning represents a powerful method-
ology that amalgamates the strengths and benefits of
multiple approaches, culminating in a superior model.
As early as 1996, Rosen proposed [25] a technique
called decorrelation network training to enhance the
accuracy of regression learning in ensemble neural
networks. Deng et al. [26] introduced linear and log-
linear stacking methods for ensemble learning, focusing
on applications to speech class posterior probabili-
ties computed by convolutional, recurrent, and fully-
connected deep neural networks. Recently, Casado-
Garcı́a and Heras [27] explored ensemble methods for
object detection, addressing the challenges associated
with ensembling object detectors, such as the limita-
tions of existing ensemble approaches that depended
on specific detection models or frameworks. Leveraging
the advantage of different methods, we introduce an
ensemble learning framework to integrate results from
individual models of both the two-stage and end-to-end
approaches to improve the performance of scene text
spotting.

III. PROPOSED METHOD

A. Overview

We present an ensemble learning framework designed
to effectively combine the outputs of multiple scene text
spotting methods. Fig. 2 illustrates the overview of our
method, which consists of three main components: data
converter, base models, and meta-model.

In the first stage of the workflow, we transform the
raw images and labels of the VinText dataset [10] into
different formats suitable for training and predicting of
each base model. The data used to train the recognition
model is images with a single word, while the dataset
includes images with many different text lines which
contain more than one word. Therefore, we crop the



Fig. 2: Workflow of the proposed ensemble learning framework for Vietnamese scene text spotting.

original images to smaller images that contain only one
word and also create new labels for the new images.

After that, base models are trained on converted
data and used for prediction to obtain initial results.
Subsequently, the results of all models are combined
with an ensemble technique and are essential data to
create a meta-model. The meta-model is then used for
prediction and generates final result, which is expected
to be better than the initial ones.

B. Text Box Combination:

Our posed Meta-model undergoes two processes:
merging non-overlapping text boxes and merging over-
lapping text boxes. Given an image and n base mod-
els, the input of our ensemble algorithm is a list of
prediction results: D = [D1, . . . , Dn] where each Di,
with i ∈ {1, . . . , n}, is a list of predicted text boxes
Di = [B1, B2, . . .]. In general, each Di comes from
the predictions of a scene text spotting model using a
particular method Mi for a given image.

1) Merging non-overlapping text boxes: Firstly, we
combine the non-overlapping text boxes belonging to
different Di results together to form the result Ds:

Ds = D1 ∪D2 ∪ . . . ∪Dn, (1)

where pair of non-overlapping text boxes (Bh, Bk) are
defined by:{

∀Po ∈ Bh =⇒ Po /∈ Bk,

∀Po ∈ Bk =⇒ Po /∈ Bh,
(2)

where Bh, Bk are text boxes consisting of the coordi-
nates of four points at the four corners of the text box,
starting from the bottom left corner in counterclockwise
order. Po is the coordinates of a point in Oxy, which is
one of four points of a text box (B).

2) Merging overlapping text boxes: Subsequently,
we combine the overlapping text boxes belonging to
different Di results based on the Intersection over
Union (IoU). IoU is utilized to determine whether to
merge two text boxes into one or separate them into
two distinct text boxes.

Given two bounding boxes, denoted as Bh and Bk,
the IoU formula is used to determine the overlapped
region between them, which is represented by the
equation:

IoU(Bh,Bk) =
S(Bh ∩Bk)

S(Bh ∪Bk)
, (3)

where S(·) is the area of the text box. From empirically
experimental findings, we notice that when two text
boxes contain different words, IoU of them is always
less than 0.5. Therefore, we propose the following
formula to ensemble two overlapping text boxes:

Bs = Bh ∩Bk if IoU ≥ 0.5,

Bn = Bh − (Bh ∩Bk) if IoU < 0.5,

Bm = Bk − (Bh ∩Bk) if IoU < 0.5,

(4)

where Bn, Bm, and Bs are new text boxes after
merging two text boxes Bh and Bk.

IV. EXPERIMENTS

A. Implementation Details

All experiments were performed on Google Colab
with the following configuration GPU T4 and 13GB
of RAM. Detection methods were pre-trained on the
ICDAR 2015 [28] for 1, 000 epochs. The initialized
learning rate was 7 × 10−3 and followed a decay
learning rate schedule with a decay factor of 0.9. After
that, the models were fine-tuned for 30 epochs on Vin-
Text dataset [10], and weight decay regularization was
applied with a value of 10−4. The dataset underwent de-
coding in BGR format, and various data augmentation
techniques were applied, such as horizontal flipping,
affine transformations (rotations between −10◦ to 10◦),
and resizing between 0.5 and 3 times the original size.

Recognition methods were pre-trained on MJSynth
[29, 30] and SynthText [31] datasets. After that, they
underwent a total of 20 epochs of fine-tuning on the
VinText dataset [10]. We utilized the Adam optimizer
[32] with a β1 value of 0.9 and β2 value of 0.99.
Gradient clipping with a norm threshold of 20.0 was
applied to prevent exploding gradients. The learning
rate followed a piecewise schedule, decaying at epoch



TABLE I: Result of detection methods on the VinText
dataset [10]. 1st and 2nd places are shown in blue and
red, respectively.

Method Backbone Pre-trained
Model

Fine-tuned on
VinText [10] Precision Recall Hmean

SAST [16] ResNet50 vd [33]
Total-Text [34] ✓ 87.82 53.40 66.40

86.09 59.98 70.70

ICDAR2015 [28] ✓ 89.53 70.56 78.92
87.45 56.43 68.59

DB++ [15] ResNet50 [35] ICDAR2015 [28] ✓ 92.17 71.17 80.32
89.05 65.18 75.26

DB [14]
ResNet50 vd [33]

ICDAR2015 [28]

✓ 85.56 65.17 73.97
84.36 56.43 67.62

MobileNetV3 [36] ✓ 78.73 65.34 71.41
76.71 50.44 60.86

EAST [17]
ResNet50 vd [33]

ICDAR2015 [28]

✓ 67.00 71.86 69.35
62.59 54.73 58.40

MobileNetV3 [36] ✓ 68.13 69.50 68.80
63.80 51.73 57.13

20 tow 10−4 and 10−5 for subsequent steps. L2 regu-
larization with a factor of 0 was employed.

B. Experimental Settings

The VinText dataset [10], a recently proposed Viet-
namese text dataset, was used to evaluate methods. This
benchmark dataset has a total of 56K text instances
and 2,000 images, which consists of 1,200 training
images, 500 testing images, and 300 unseen test images.
Most text instances have usually too many patterns
and chaotic scenes with scene text instances of various
types, appearances, sizes, and orientations. We evalu-
ated methods on unseen test images.

In order to evaluate the performance and effectiveness
of methods, we used Character Accuracy (CA) metric
for recognition task, Precision (P ), Recall (R), and F-
measure (F1) metrics for detection task.

C. Vietnamese Scene Text Spotting Benchmark

1) Scene Text Detection: We conducted experiments
on the Vintext dataset [10] using various detection
methods, including SAST [16], DB++ [15], DB [14],
EAST [17], in different settings.

Table I showcases the results with DB++ [15] out-
performing other methods. Specifically, DB++ with the
ResNet50 [35] backbone achieved the highest perfor-
mance (80.32% in terms of Hmean) when pre-trained
on the ICDAR2015 dataset [28] and fine-tuned on the
VinText dataset. On the other hand, SAST [16] with the
ResNet50 vd backbone, pre-trained on the ICDAR2015
dataset, demonstrated competitive results across all met-
rics. However, it is noteworthy that there exists a trade-
off between the accuracy and comprehensiveness of
these methods, as reflected by relatively lower recall
values. In contrast, EAST [17] exhibited a balanced
performance in terms of precision and recall. These
findings shed light on the strengths and limitations of
these methods, facilitating informed decision-making
when selecting an appropriate scene text detection
method for our ensemble learning framework.

Backbone evaluation: Our investigation focuses
on two scene text detection methods, DB [14] and
EAST [17], where we explore the influence of different

TABLE II: Result of recognition methods on the Vin-
Text [10]. 1st and 2nd places are shown in blue and red,
respectively. We remark that methods were pre-trained
on MJSynth [29, 30] and SynthText [31] datasets in
default.

Method Backbone Pre-trained
Model

Fine-tuned on
VinText [10] Accuracy

SRN [19] ResNet50 vd fpn [33]
✓ ✓ 70.73
✓ 25.81

✓ 26.01

ABINet [21] ResNet45 [37]
✓ 73.03

✓ 28.57
✓ 36.89

SPIN [18] ResNet32 [38] ✓ ✓ 78.35
✓ 20.69

RobustScanner [39] ResNet31 [38]
✓ ✓ 80.77
✓ 28.01

✓ 42.18

SAR [40] ResNet31 [38]
✓ ✓ 69.30
✓ 26.10

✓ 49.21

SVTR [20] SVTR Tiny [41]
✓ ✓ 66.04
✓ 28.04

✓ 30.04

NRTR [42] NRTR MTB [42]
✓ ✓ 30.30
✓ 4.44

✓ 28.00

RFL [43] ResNetRFL [43]
✓ ✓ 52.18
✓ 26.77

✓ 27.07

backbone architectures, ResNet50 vd [33] and Mo-
bileNetV3 [36]. The comparative results in Table I high-
light the superiority of ResNet50 vd over MobileNetV3
in terms of performance. These findings emphasize the
critical importance of selecting an appropriate backbone
architecture for each model, as it significantly influences
the effectiveness of text detection and recognition tasks.

Effectiveness of fine-tuning models: Table I shows
that the fine-tuned models on the Vintext dataset
[10] exhibit a substantial improvement in results com-
pared to their pre-training counterparts. These find-
ings demonstrate the potency of leveraging the Vintext
dataset for fine-tuning to significantly enhance the per-
formance of Vietnamese scene text detection models.

2) Scene Text Recognition: We also evaluated the
performance of various recognition methods, such as
SRN [19], ABINet [21], SPIN [18], RobustScanner
[39], SAR [40], SVTR [20], NRTR [42], RFL [43], in
different settings. Table II presents a comparative anal-
ysis of these methods based on their average accuracy.
RobustScanner [39], SPIN [18], ABINet [21], and SRN
[19] stand out with impressive results. RobustScanner
achieved the highest accuracy of 80.77%, followed by
SPIN with 78.35%, ABINet with 73.03%, and SRN
with 70.73%. These methods consistently demonstrate
strong performance. On the other hand, RFL [43]
and NRTR [42] exhibit relatively lower accuracies of
52.18% and 30.30%, respectively.

The experimental results also reveal compelling ev-
idence of the importance of pre-training models on
MJSynth [29, 30] and SynthText [31] datasets. Training
from scratch on the VinText dataset [10] yields notably
inferior performance across all methods. In addition,
the results of fine-tuned models exhibit a remarkable
improvement, which indicates the necessity of fine-
tuning pre-trained models on the VinText dataset [10].



(a) DB++ [15] and SPIN [18] (b) SAST [16] and ABINet [21] (c) Our ensemble method

Fig. 3: Visualization of results of our ensemble learning framework.

TABLE III: End-to-end scene text spotting results on
the VinText dataset [10].

Method Char acc F-measure
(1) DB++ [15] and SPIN [18] 54.08 60.19
(2) SAST [16] and ABINet [21] 52.59 58.59
(3) DB [14] and SRN [19] 50.51 56.87
(4) PGNet (4) [24] 53.73 60.03

Ensemble learning (Ours):
(1), (2) 58.75 65.21
(1), (3) 51.09 55.06
(1), (4) 56.24 64.37
(1), (2), (3) 49.83 57.33
(1), (2), (3), (4) 52.91 55.42

D. Ensemble Learning Evaluation

We carefully analyzed the results of detection and
recognition methods in Table I and Table II to select ap-
propriate models for our ensemble learning framework.
The objective is to identify models that excel in distinct
aspects and can synergistically complement each other
when combined.

In the evaluation of detection methods from Table I,
we meticulously analyze their performance on both the
ICDAR2015 [28] and Total-Text datasets [34]. Notably,
DB++ [15], EAST [17], and SAST [16] stand out in
different metrics. DB++ [15] showcases high precision,
while EAST [17] demonstrates good recall, and SAST
exhibits a strong F-measure specifically on the Total-
Text dataset [34].

Shifting our focus to the recognition methods from
Table II, we assess their average accuracy. SPIN [18],
ABINet [21], and RobustScanner [39] stand out as top
performers, demonstrating remarkable accuracy in text
recognition. However, upon merging the RobustScanner
[39] with the detection methods, we observe challenges
with overlapping text boxes, leading to a decline in
overall performance. As a result, we make the deci-
sion to exclude the RobustScanner [39] from our final
ensemble, striking a balance between detection and
recognition performance.

After the individual evaluations, we selected DB++
[15], EAST [17], SAST [16])for the detection task,
SPIN [18], ABINet [21], SRN [19] for the recognition

task. Additionally, PSNet [24] was chosen as an end-
to-end model capable of addressing both detection and
recognition aspects. Subsequently, we employed our
ensemble algorithm to combine model pairs, harnessing
the unique strengths of each end-to-end model. The
results of this comprehensive ensemble are presented
in Table III, showcasing a powerful and complementary
fusion of models for Vietnamese scene text spotting.

While potential of ensemble learning is vast, it is
crucial to recognize that mere combination of more
models does not always guarantee improved results. In
fact, some models, when merged, may yield even worse
performance compared to their individual counterparts
(see Table III). Our rigorous experimentation has led
us to discover that the most optimal ensemble result is
achieved by combining pairs of methods DB++ [15] /
SPIN [18] and SAST [17]/ ABINet [21]. This carefully
curated selection of effective ensemble pairs sheds light
on the delicate interplay between methods and under-
scores the significance of thoughtful model combination
for achieving remarkable performance gains in scene
text spotting. Indeed, our ensemble framework delivers
improved performance in all metrics (See Fig. 3).

V. CONCLUSION

In this paper, we have presented an ensemble learning
framework for Vietnamese scene text spotting in urban
environments. The proposed technique demonstrates the
effectiveness of combining the strengths of different
models. Through meticulous experimentation, we iden-
tify models with promising performance, strategically
designing an ensemble framework that maximizes indi-
vidual model strengths. Nonetheless, our method does
exhibit certain limitations, notably an increase in com-
putational complexity due to the integration of multiple
models and instances where certain model combinations
yield suboptimal results. In our future research, we aim
to address these challenges by focusing on enhancing
spelling accuracy during word recognition and reducing
the computational complexity of the ensemble model.
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